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: This project aims to promote gender awareness in the field

of science and technology in response to our government
policies on gender equality, and to apply the Gendered
Innovations (GI) concept to the design research of Human-
Robot-Interaction (HRI), specially focusing the effects on
gender differences in student attitudes toward teaching
assistant robots by using gender analysis. The main purpose
of this study is: (1) to clarify the gender stereotypes of
robotics use in learning contexts through empirical
research methods, (2) to investigate the cross effects of
gender cues in TA robots and students’ biological sex on
students’ perception on robot’ s gender and social role in
learning contexts, and (3) to establish a Multimodal
Gendering Cue Model for the design of future assistive
robots, which can be used as innovative references for the
design and development of future robot services and
teaching technologies. This study will be carried out in
two phases within two years. The phase one study, scheduled
from August 2017 to July 2018, 1s currently ongoing project
(MOST 106-2629-E-025-001), which focuses on the
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construction of a theoretical framework for gender
differences in student attitudes toward TA robot by a 2X3
experiment design. The independent variables include
students’ biological sex (male and female) and robot’ s
gender roles (male, female and neutral). The second phase
of the study, scheduled from August 2019 to July 2020, aims
to establish a Multimodal Gendering Cue Model (MGCM) for
the future Gendered Innovative Human-Robot-Interactive
Services. An empirical experiment with three conditioned
stimulus by different modality channels (voice, physical
appearance, or screen) will be conducted for this purpose,
to investigate effects of gender cues on the gender
identity and personality of TA robots. Hopefully, findings
in this study will help Taiwan’ s robot industries and HRI
designers to develop a gender-friendly and gender-aware
interaction to meet all users’ expectation.

Gendered Innovations, Human-Robot-Interaction (HRI), Gender

Cue, Kansai Engineering , Bem Sex Role Inventory-12(BSRI-
12)
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THE IMPACT OF CHATBOT AVATAR
DESIGN INDUCED PERSONALITY ON
USER TRUST

En-Ci HUANG? and Hsiao-Chen YOU™

% National Taichung University of Science and Technology, Taiwan, quaklove @gmail.com
b National Taichung University of Science and Technology, Taiwan, hcyous@gmail.com

ABSTRACT

This study aims to understand whether chatbot avatar design affects people's judgment on
the chatbot’s personality and to investigate whether the personality perceived by users
influences users' trust by using Kansei engineering methods. We collected the currently
available chatbot avatars and summarized six common visual design elements. By applying the
Taguchi’s orthogonal arrays to organize these parameters, 8 designs were selected as the avatar
samples. Through a Kansei questionnaire based on the Big Five personality traits, a survey for
investigating the personality perceived by people from the 8 samples was conducted to
determine the relationships between perceived personality traits and the design elements.
Based on the results, four chatbot avatars with distinct personality traits, namely extraverted,
introverted, conscientious and unconscientious, were selected as the conditions for the
following between-subjects experiment. A simulated online shopping experiment was prepared
where participants interacted with one of the four chatbots and received recommendations
from it. The 240 valid questionnaires obtained and the actual clicks of all participants in the
experiment were used to measure participants’ feelings of trust and behaviors. Findings showed
that the design of the chatbot's avatar did affect the participants’ personality judgments, and
the perceived personality of chatbot also affected participants’ trust and behaviors.

Keywords: Chatbot, Personality cues, Trust, Avatar, Kansei engineering
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1. INTRODUCTION

Due to the widespread of mobile phones and communication software, a large number of
chatbots, such as the Microsoft Xiaoice, the polling chatbot Swelly, and the 1-800-Flowers.com
Assistant, have been launched and provide diversified services. Chatbots have gradually
replaced customer service personnel to become the front-line contacts for customers, providing
services to customers at any time (Siu, 2018). With the popularity of chatbot services, how to
make chatbot more humane and trustful has become an important issue for the development
and design of chatbot. Araujo (2018) suggests that the key to making chatbot more effective in
helping companies communicate with customers is to provide them with anthropomorphic
characteristics through design clues, such as language style, name, or personality. In an attempt
to shorten the distance between chatbots and users, the CNN has designed chatbots with
different personalities and functions based on the characteristics of users from different
platforms (McEleny, 2016). In recent years, many studies have pointed out the importance of
the perceived personality of chatbots for conversational user interfaces (CUI), and have
investigated impacts of the perceived personality on users (Dibitonto, Leszczynska, Tazzi, &
Medaglia, 2018; Thies, Menon, Magapu, Subramony, & O'neill, 2017). However, most of these
studies only explored the impact of chatbot's text content on users, and rarely considered the
chatbot's avatar design. Therefore, this study aims to investigate the following questions about
the design of chatbot avatar for e-commerce through experimental design: (1) does a chatbot’s
avatar affect users' perception on its personality? (2) Does a chatbot’s personality affect its
user’s trust in e-commerce? (3) Does a chatbot’s personality affect the user's product browsing
behavior when shopping online?

2. LITERATURE REVIEW

2.1. Chatbot

Chatbot is a computer assistant that can interact with people through natural language
(Dibitonto et al., 2018). It is similar to a voice assistant or conversational user interface (CUI) in
which people can exchange information with computer to complete tasks through conversation
(Dale, 2016). Due to the use of conversational interaction, chatbot is regarded as a more natural
and efficient way to provide users with personalized communication, and to facilitate
transactions (Zumstein & Hundertmark, 2017). Kuligowska (2015) proposed methods to shape
the characteristics of chatbots, including visual appearance, built-in knowledge base,
conversational abilities, personality traits, etc. Dibitonto et al. (2018) pointed out that successful
chatbots must have unique personality as well as clear character backgrounds, and be able to
show emotions.

2.2. Personality

In interpersonal interaction, people often infer a person's personality based on his/her
appearance, and the ability to quickly determine one’s personality can increase the chance of
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achieving successful social interaction. (Desmet, Nicolas, & Schoormans, 2008). When
interacting with inanimate objects, people consciously or subconsciously anthropomorphize
these objects and assign character, intent, and personality to them. People behave like this
because that’s the way they know how to build connections and trust (Hay, 2017). And a
personality trait can be seen as a relatively stable characteristic that causes individuals to
behave in certain ways. The trait approach to personality is one of the major perspectives in the
study of personality. The trait theory of personality suggests that individual personalities are
composed of certain broad dispositions. Among many trait theory models, the five-factor model
(FFM) of personality represents five core traits that interact to form human personality. These
five factors include: Extraversion, Agreeableness, Conscientiousness, Neuroticism, and
Openness to Experience. Each factor has two extremes, i.e., extroverted and introverted,
conscientious and unconscientious (McCrae and John, 1992).

2.3. Trust

Trust is an integral part of human social interaction, allowing people to take action under
uncertainty (Artz and Gil, 2007). In any trust relationship, there must be two parties, one party
(trustor) is willing to rely on the actions of another party (trustee), and the trustee should be
able to demonstrate trustworthy characteristics (Corritore et al., 2003). People are more willing
to rely on those who they believe with beneficial characteristics (McKnight & Chervany, 2001).
People with high agreeableness or high conscientiousness personalities are often seen as
trustworthy and reliable (Betz & Borgenm, 2010; Evans & Revelle, 2008). When interacting with
computer systems or agents, people often treat these digital artifacts as “social actors” and
perceive human characteristics such as personality traits in computers (Benbasat & Wang,
2005). With the development and popularization of Al chatbot technology, user acceptance is
still lower than expected. Nordheim (2018) believes that the crux of the problem lies in trust. A
guestionnaire survey was then conducted to investigate the factors that affect the trust of
customer chatbots. The results show that expertise, anthropomorphism, risk, and propensity to
trust technology are four key factors to build trust in chatbots for customer service.

3. METHODOLOGY

The study was divided into two parts. Study 1 investigated whether different avatar designs
affect people's judgment on chatbot personality by a questionnaire survey based on Kansei
engineering. Study 2 explored whether chatbot personalities affect participants' feelings and
behaviors by a between-subjects experiment.

3.1. Study 1 : The influence of avatar design elements on chatbot personality

A total of 87 chatbot avatars with anthropomorphic characteristics are collected In February
2019 from a website dedicated to introducing chatbots, ChatBottle (https://chatbottle.co/), as
the corpus of avatar design in the study. Each avatar was adjusted to 1.5cmX1.5cm size and

color-printed into cards. First, 19 graduate students with design backgrounds were recruited to
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freely categorize these 87 cards into group by card sorting. The designing elements of the
avatars which caught participants’ attention during the sorting process were then noted via
observation and interview. The second recruitment of 52 undergraduate students from the
design department was divided into seven groups to carry out image scale analysis as a group
for the 87 chatbot avatars based on the Big Five personality traits as well as the degree of
abstraction of the avatar in order to understand which visual elements of the avatar could affect
the personality of the chatbot as perceived by people. Based on the above mentioned
observation and data analysis, six design elements (items) of avatars were extracted, which
include hairstyle, hair color, eye detail, degree of abstraction, image background color, and
presence/absence of glasses. Each item contained two possible options (categories). By
applying the Taguchi’s orthogonal arrays experimental method to organize these design items
and categories, 8 designs were selected as the representative avatar samples (Figure 1). Each
avatar samples was edited into a 285x178 pixels chat box image that simulated the chat box in
Facebook Messenger.

Figure 1: The eight avatar samples in part 1 of the study

A total of 202 participants were recruited to view each of the eight chatbots in a simulated
chat boxes via online questionnaire, and to express their judgements on each chatbot’s
personality on the Big Five personality traits using 7-point Likert scales. Multivariate analysis
was conducted and the results showed that the design of chatbot avatar can indeed affect
people's judgment on chatbot personality (Table 1). In addition, quantitative regression analysis
was used to find the impact of the six design items on the Big Five personality traits of the
chatbot, and to estimate the personality trait ratings of all possible avatars created by the six
design items selected in this study. -Among the entire 64 avatar design combinations, chatbot
avatars with the two extreme predicted ratings in “Conscientiousness” and “Extraversion” while
the personality scores in other traits being closest to the median were selected as the 4
experimental conditions for study two(Table 2).

Table 1: Multivariate analysis of avatars and the Big Five personality traits in study 1

S PVEIEIR ML g 2 3 4 5 6 7 8 F p
Extraversion 366 | 432 | 576 | 349 | 481 | 3.86 | 533 | 4.15 |63.228|0.000*
Agreeableness 569 | 496 | 546 | 5.03 | 531 | 427 | 5.36 | 4.88 |22.931|0.000*

Conscientiousness 572 | 451 | 481 | 522 | 469 | 412 | 4.65 | 4.77 |24.625|0.000*

Openness to Experience | 3.54 | 432 | 5.33 | 3.95 | 431 | 3.82 | 5.11 | 4.30 |35.449|0.000*

Neuroticism 5.38 | 447 | 458 | 461 | 415 | 3.79 | 464 | 4.42 |20.285|0.000*
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Table 2: Four avatar design samples in study 2

Condition Avatar Conscientiousness Extraversion | Agreeableness Openn.ess to Neuroticism
Experience
Conscientious 9 5.60 4.00 571 3.77 5.28
Extraverted ﬂ 433 5.78 5.14 5.37 4.10
Un-
A @ 3.92 4.32 4.40 4.22 3.61
Conscientious ¥
Introverted 9 4.58 3.41 4.53 3.43 3.96

3.2. Study 2: The influence of chatbot personality on user trust

In study two, a between-group design experiment was conducted. Since chatbots are often
used in e-commerce, we chose product introduction and recommendation as the task of
chatbots in the experiment. Four chatbots with distinct personalities, namely extraverted,
introverted, conscientious, and unconscientious, were randomly assigned to chat with
participants and recommend suitable products on Facebook Messenger. The participants’ click-
through rate during the browsing of the product in the experiment, and the trust scale
completed by the participants after the experiment were used as the dependent variables for
analyzing the differences in participants' feelings and behaviors. Manychat, a chatbot platform,
was used to create experimental chatbots, simulate the scenario of recommending products to
customers in e-commerce. The dialogue script under all conditions was identical. The
personality of chatbots was perceived solely from the avatar designs shown in Table 2. The
recommended products included household products, consumer electronics, and kitchenware.
To prevent participants from engaging interactions and conversations that were irrelevant to
this study, the auto-reply function was switched off, chatbots in this experiment only provided
quick response buttons for participants to select. Participants were able to use their own
devices to connect to the chatbot in FB Messenger to carry out the experiments online and the
experiments could be carried out at any time anywhere.

The experiment consists of five steps: (1) greeting and introduction from a product
recommendation chatbot; (2) asking participants what kind of products they want to see, and
providing them two product recommendations with links for more information based on the
answer; (3) asking participants whether they want to see the on-sale products. Determining
whether or not to provide the link to the on-sale products based on the answer; (4) ask
participants again to see whether or not they want to receive more recommendation; (5) if
participants are willing to continue the recommendation, the chatbot returns to step 2 to
execute the recommendation task again; if the participants choose not to continue the
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recommendation, the experiment ends. The chatbot will provide a link to the post-experiment
online questionnaire and ask participants to complete the questionnaire.

3.3. Experiment measurement and analysis method

In this study, the self-report inventory of the participants and the click data of participants
provided by the Manychat platforms were used to measure chatbots' perceived trustworthiness
based on the participants’ attitude and explicit behaviors. With reference to Nordheim's (2018)
research, a chatbot trust questionnaire consisting of five aspects: "trust", "expertise",
"anthropomorphism", "risk" and "propensity to trust technology" was made, allowing the
participants to express subjective feelings using 7-point scales. The experimental data were
analyzed using SPSS statistical software. First, the reliability and validity tests were performed
for the five aspects, and then the Multivariate Analysis of Variance (MANOVA) was used to
analyze the influence of chatbot personality on the participants’ feelings of trust.

4. RESULT

A total of 240 participants (120 females and 120 males) were recruited for this experiment
from the campus of National Taichung University of Science and Technology (NTUST) in Taiwan
by a convenience sampling. 42 participants with age less than 20 years old (17.5%); 166 with
age in-between 21-30 years old (69.2%); 19 with age in-between 31-40 years old (7.9%); 13 with
age above 40 years old (5.4%). 191 participants used mobile phones (79.6%) to engage with
chatbots in the study; 26 people used notebook (10.8%); 21 people used desktop computers
(8.8%); 2 participants used tablets (0.8%).

First, factor analysis was carried out to confirm the factorial structure and reliability of the
questionnaire. After removing one inappropriate question items (Q2), the results of KMO,
spherical test, and the Cronbach's a reliability test shown in Table 3 indicate that the measure
shows acceptable validity and reliability, and can be used for multivariate analysis.

The results of multivariate analysis of the impact of chatbot personality on the participants’
feelings of trust are shown in Table 4. The chatbot’s personality induced by its avatar has a
significant impact on its perceived trustworthiness in the four aspects, trust, expertise,
anthropomorphism, and risk, while the impact on the aspect of propensity to trust technology is
not significant. In the aspect of trust, the participants gave “extroverted” chatbots the highest
ratings and “introverted” chatbots the lowest ratings. In the aspect of expertise, the participants
also gave "extroverted" chatbots the highest ratings and the "introverted" chatbots the lowest
ratings. In the aspect of anthropomorphism, the participants gave "conscientious" chatbots the
highest ratings and "introverted" chatbots the lowest ratings. In the aspect of risk, the
participants gave "unconscientious" chatbots the highest ratings and "introverted" chatbots the
lowest ratings.

KEER2020



KEER2020, TOKYO, JAPAN | SEPTEMBER 7-9 2020
8TH INTERNATIONAL CONFERENCE ON KANSEI ENGINEERING AND EMOTION RESEARCH 2020

KEER2O2C:

The aspect of propensity to trust technology is related to the participants' trust about new
technology. Therefore, we further analyzed the impact of participant gender on chatbot’s
perceived trustworthiness. The results show that among all the aspects in this study, gender
only has significant impact on the aspect of propensity to trust technology with male
participants having higher propensity to trust technology than women (Table 5).

Table 3: Reliable and validity test

Aspect Trust Expertise Anthropomorphism

Question 5 4 3 1 8 9 7 6 10 | 13 | 12 11 | 14 | 15

KMO 0.819 0.855 0.800
Test of 0.000* 0.000* 0.000*
sphericity

Factor loading | 0.92| 0.91 | 0.87 | 0.81 |0.91/0.91/0.90|0.85|0.72|0.91|0.87|0.81|0.80|0.76

Cronbach’s a 0.899 0.910 0.886
Aspect Risk Propensity to Trust Technology
Question 18 17 19 20 16 25 21 22 24 23
KMO 0.760 0.847
Sgﬁ;lg‘;y 0.000* 0.000*
Factor loading | 0.85 | 0.84 | 0.80 | 0.78 0.65 0.93 0.89 0.88 0.87 0.81
Cronbach’s a 0.843 0.924

Table 4: Multivariate analysis of the impact of chatbot personality on the participants’ feelings of trust

Chatbot personality
Conscientious | Extroverted | Unconscientious |(Introverted| P value
Aspect of trust feelings

Trust 5.225 5.271 5.171 4.408 0.000*

Expertise 4.817 5.023 4.780 4.100 0.000%*
Anthropomorphism 4.777 4.733 4.530 4.227 0.020%*

Risk 5.000 4.960 5.133 4,557 0.020%*

Propensity to Trust Technology 4.780 4.770 4923 4.797 0.885

Table 5: Multivariate analysis of the impact of participant gender on chatbot trust feelings

Participant gender
Male Female P value
Aspect of trust feelings
Trust 5.030 5.000 0.837
Expertise 4.680 4.680 0.982
Anthropomorphism 4.530 4.610 0.567
Risk 4.970 4.860 0.449
Propensity to Trust Technology 4.980 4.650 0.031*
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In addition to participants' subjective feelings of trust, this study also takes the number of
clicks during the experiment into consideration as a behavioral representation of how much the
participants trust the chatbot. The number of clicking action includes: (1) the number of clicks
on the links to products suggested by chatbots; and (2) the number of clicks on the buttons to
continue receiving recommendations form chatbots. During the experiment, the total number
of participant clicks obtained by the chatbots with different personalities is summarized in Table
6. The number of clicks for "conscientious", "extroverted", "unconscientious", and "introverted"
chatbots is 99, 103, 84 and 61, respectively. Because the experiment recruited participants
online, the number of participants under the four chatbot conditions was different; 94, 96, 104,
and 80 for "conscientious", "extroverted", "unconscientious", and "introverted" chatbots,
respectively. To have a consistent judging standard, the “click rate” for each chatbot was
calculated by dividing the "number of clicks" by the "number of participants". The results show
that the "extroverted" and "conscientious" chatbots have higher click rates, while the click rates
for "unconscientious" and "introvert" chatbots are lower.

Table 6: Comparison of the participants’ number of clicks for chatbots with different personalities

Chatbot personality Conscientious Extroverted Unconscientious Introverted
Number of clicks 99 103 84 61
Number of participants 94 96 104 80
Click rate 105% 107% 80% 76%

5. CONCLUSION

The results of this study showed that different avatar designs of the chatbot can indeed
evoke different feelings of the participants about the chatbot’s personality. Furthermore,
differences in chatbot personality can also affect the participants' trust in the chatbot. Based on
participants' trust feelings and the number of clicks of the participants in the aforementioned
experiment, we found that the participants have the highest trust for avatar with extroverted
personality and the lowest trust for avatar with introverted personality. Therefore, when the
chatbot demonstrates extroverted personality, it induces more trust feelings and expertise for
the participants. This result is also in line with our expectation of personality for a typical
salesperson. Extroverted salesperson not only is easier to gain people's trust, but also is easier
to persuade customers to buy recommended products or services (Zhao & Seibert, 2006).

s n

The personality of Chatbot do not affect the participants’ "propensity to trust technology" for
Chatbot. However, the experimental result shows that the gender of the participants could
affect their "propensity to trust technology"”, with male participants having higher propensity to
trust technology for chatbot than female participants. Since the factor of chatbot gender is
excluded in this experiment, all the chatbot avatars appear as female characters. We speculate

that male participants may be affected by the cross-gender effect of the female chatbots. Past
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studies also showed that male participants have higher trust for female chatbots (You, & Chen,
2019). Therefore, male chatbots should probably be included for future studies, so that the
influence of gender on the shaping of chatbot personality can be carefully considered.

As chatbot applications become more popular and powerful, user trust is critical to adopting
this type of interactive solutions as customer service. In this study, only the avatar design of
chatbot is used for investigating the issues in chatbot personality modeling and trust building.
Based on the avatar alone, it can be seen that users showed different attitudes and behaviors
towards the chatbot as online shopping assistant. There are still many designing factors for
prompting the chatbot personality that are not included in this study, such as operation
scenario, conversation content, rhetoric, etc. With the popularization of chatbot, the impact of
other chatbot personality prompts on user’s trust is also worthy of further investigation.
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